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Election-Related Deepfakes 
Understanding the Threat and Exploring Potential Solutions

POLICY TIP SHEET

THE PROBLEM
•	 Deepfakes use AI to create 

false audio, photo, and video 
representations, making 
individuals appear to say or do 
things they never did, undermining 
public debate and trust.

•	 These manipulations pose a 
significant threat to election 
integrity, spreading misinformation, 
influencing voter perceptions, 
and undermining trust in election 
outcomes.

•	 As deepfake technology improves, 
detecting these forgeries becomes 
increasingly difficult, making it 
easier for malicious actors to 
deceive the public.

•	 Countries like India, Brazil, Gabon, 
and Slovakia have experienced 
deepfake-related issues in their 
elections, highlighting the potential 
for similar problems in the United 
States.

•	 A significant percentage of 
Americans believe AI has 
contributed to eroding trust 
and spreading misinformation, 
exacerbating the challenge of 
maintaining credible elections.

THE SOLUTIONS
•	 Policymakers could enact state laws requiring 

election advertisements to include clear notices 
when deepfakes are used, promoting transparency.

•	 Legislators could encourage dissemination of 
information from organizations like truemedia.org to 
educate voters about deepfakes and how to identify 
them.

•	 Legislators could encourage platforms to establish 
formal procedures for receiving and addressing 
deepfake complaints, with clear explanations of 
their policies.

•	 State lawmakers could consider mandating that 
platforms label content that is known or suspected 
to be machine-generated, helping users identify 
potential deepfakes.

•	 Laws dealing with legal penalties for creating and 
disseminating deepfakes intended to influence 
elections could be created and/or strengthened, 
deterring malicious actors.

•	 Legislators could encourage integrating policy 
and ethical literacy into the education of aspiring 
engineers, preparing them to develop responsible 
AI solutions and mitigate deepfake risks.
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INTRODUCTION
Election-related deepfakes involving audio, photo, and 
video manipulations have become a significant concern 
in the digital age. Deepfakes use artificial intelligence 
(AI) to create convincing but false representations of 
individuals, making them appear to say or do things 
they never said or did. These manipulations pose 
significant threats to the integrity of public debate and 
electoral processes, as they can be used to spread 
false information, influence voter perceptions, and 
undermine trust in election outcomes. 

Deepfakes are typically created using generative 
adversarial networks (GANs), which pit two AI models 
against each other to improve the authenticity of 
the final product.1 As AI technology has advanced 
exponentially in recent years, deepfakes have 
become more sophisticated, making it substantially 
more difficult to detect them. Advanced detection 
methods rely on analyzing inconsistencies in digital 
content, such as unnatural facial movements or audio-
visual mismatches.2

Deepfakes can undermine electoral processes 
by spreading false information about candidates, 
creating confusion among voters, and damaging the 
reputations of political figures. The ability to produce 
convincing forgeries can lead to a loss of trust in 
legitimate information sources, making it harder for 
voters to make informed decisions. 

Even worse, creating a deepfake using established 
AI models is a relatively simple process; some 
sources claim that the average individual can create 
a deepfake in less than 30 seconds.3 As a result, 
Americans have become increasingly concerned 
about how to decipher what is real and what is not. 
For instance, one survey conducted in 2021 found 
that a majority of Americans believe the proliferation 
of AI has led to a loss of trust in elections (57 
percent), a loss of trust in institutions (56 percent), 
and the spread of misinformation (58 percent).4

These concerns are not unfounded or based on 
speculation. Deepfakes have already caused 
significant controversies in elections around the world.

NOTABLE DEEPFAKE INCIDENTS
The use of AI-generated deepfakes has already 
created substantial problems in the electoral 
processes of many countries, including India, Brazil, 
Gabon, Slovakia, and the United States. 

During several recent Indian elections, deepfakes 
were used to manipulate speeches of political leaders, 
spreading false messages.5

In Brazil, deepfakes were deployed in recent elections 
to create fake news stories about candidates, leading 
to widespread misinformation.6

In Gabon, a false video of President Ali Bongo was 
released to dispel rumors about his health. The 
video showed Bongo addressing the nation, but it 
was widely speculated to be a deepfake due to his 
unnatural appearance and movements. The release 
of the video led to political unrest and a military 
coup attempt, as opposition parties and the public 
questioned its authenticity and the true state of the 
president’s health.7

Two days before the 2023 presidential election in 
Slovakia, an audio recording purportedly showing one 
of the leading candidates discussing rigging elections 
went viral. Though the recording was later revealed 

“Deepfakes can undermine electoral 
processes by spreading false 
information about candidates, 
creating confusion among voters, 
and damaging the reputations of 
political figures.”
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to be a deepfake, the candidate, Michael Šimečka, 
lost the election. Experts believe the false recording 
impacted the results.8

The United States has not been immune to 
deepfakes, either. Though deepfakes have likely not 
yet affected the result of a major election, the potential 
to do so is evidenced by numerous recent events 
involving deepfakes. 

For instance, many AI-generated audio and video 
deepfakes appeared on social media platforms in 
advance of the 2020 election, leading to increasing 
concern about misinformation.9 During Chicago’s 
2023 mayoral election, deepfake technology was 
used to clone the voice of candidate Paul Vallas 
and make it appear as if Vallas condoned police 
violence.10 

There have been several deepfake instances related 
to the 2024 presidential election as well. For instance, 
in 2023, Florida Gov. Ron DeSantis—who was still 
in the running to be the Republican presidential 
candidate at the time—produced an attack ad against 
former President Donald Trump that contained AI-
generated deepfake images of Trump hugging former 
White House chief medical advisor Anthony Fauci.11 
During the January 2024 New Hampshire primary, 
a Democratic Party political consultant created 
a deepfake of President Joe Biden’s voice that 
was used in a statewide robocall, in which “Biden” 
encouraged primary voters to stay home and abstain 
from voting.12 In June 2024, a video was created and 
widely circulated on X that featured Trump saying: 
“If we want to make America great, we’ve got to 
make antisemitism great again!” The video was a 
deepfake.13 

Ultimately, deepfakes have the potential to undermine 
the individual liberty of everyone by creating realistic 
but fake content that can cause severe reputational 
damage. Public figures and political candidates are 
particularly at risk due to their large public profiles. 
Victims of deepfakes may find their personal and 
professional lives disrupted by false representations 
that they have little ability to refute convincingly; in the 
case of politicians, this can have massive effects upon 
the rest of society. And yet, there are other ways that 
deepfakes can be used to impact elections, such as 
by burnishing a candidate’s reputation.

‘POSITIVE’ DEEPFAKES
Though much of the concern about deepfakes is 
related to how they can be used to deleteriously 
impact a political candidate’s reputation and widely 
spread “negative” information, they can also be used 
by political campaigns to create false information that 
enhances politicians’ reputations. In some cases, 
candidates or their supporters have already begun 
leveraging this technology to augment the appeal of 
their campaigns. 

For example, during the 2021 South Korean 
presidential election, candidates used deepfake 
technology to create an AI-generated version of 
themselves that appeared in video ads.14 These 
digital doppelgangers of the candidates mimicked 
their voice, gestures, and appearance, allowing 
them to seem more relatable, approachable, and in 
touch with younger voters. The campaign used the 
“AI candidate” to communicate in a more informal, 
humorous manner—while removing some of the tics 
or habits that the candidate may have been criticized 
for previously—and engage with voters in ways the 
real candidate might not have been able to do.

To illustrate the potential misuse of this technology 
on the “positive” side of a campaign, imagine if 
deepfake technology could have been similarly used 
in the United States during the 2024 election cycle 
to benefit candidates like President Joe Biden prior 
to his dropping out of the race. Concerns about 
Biden’s age and mental sharpness were prominent 
talking points among his opponents. Theoretically, his 
campaign could have utilized deepfakes to present a 
more vigorous, energetic image of Biden in campaign 
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ads, smoothing out any gaffes or stumbles to depict 
a candidate who was consistently articulate and 
poised. This could have involved altering his voice or 
expressions to make him appear more confident and 
youthful, thereby countering negative perceptions and 
appealing to a broader electorate.

The ethical implications of such uses are significant. 
While these technologies can humanize candidates 
and make them seem more personable, they also blur 
the line between reality and manipulation, potentially 
misleading voters and undermining the authenticity of 
political discourse.

Deepfakes pose a direct threat to the integrity of 
election institutions. By disseminating false information, 
deepfakes can manipulate voter perceptions, spread 
misinformation, and erode trust in the electoral 
process. Deepfakes can create confusion among 
voters, making it difficult to distinguish between 
genuine statements and fabricated ones, thereby 
undermining our election process. 

As noted in a paper published by the Brennan Center 
for Justice, Josh Goldstein and Andrew Lohn explain 
that “If politicians or their proxies can successfully 
use false claims to deceive the public, then they 
can undermine the public’s ability to affect those 
informed preferences, opinions, and decisions. In the 
starkest of terms, disinformation becomes a threat to 
deliberative democracy itself.”15 Echoing Goldstein 
and Loeb, Renée DiResta, technical research 
manager at the Stanford Internet Observatory, stated 
in an article for Wired: “As synthetic media of all 
types—text, video, photo, and audio—increases in 
prevalence, and as detection becomes more of a 
challenge, we will find it increasingly difficult to trust 
the content that we see.”16

The threat posed by election-related deepfakes is 
real and growing. Policymakers should consider 
proactive steps to address this issue by implementing 
robust state and federal solutions. Transparency, 
education, and technological advancements are key 
to safeguarding the integrity of elections and ensuring 
that voters can trust the information they receive.

By implementing these policy recommendations, we 
can better protect our public discourse and legislative 
process from the dangers of deepfakes as well as 
ensure that elections remain free, fair, and trustworthy.

POLICY RECOMMENDATIONS
To mitigate the risks posed by election-related 
deepfakes, several policy solutions and educational 
efforts could be considered by legislators at both state 
and federal levels.

Mandatory Disclosure Laws: Legislators could pass 
state laws requiring that election advertisements 
include clear notices when deepfakes are used. This 
transparency will help voters distinguish between 
genuine and manipulated content. In 2019, California 
passed a law requiring disclosure of manipulated 
content.17

Educational Campaigns: Legislators could support 
the dissemination of information from organizations 
such as truemedia.org to educate voters about 
the existence and risks of deepfakes.18 Providing 
resources on how to identify deepfakes can empower 
voters to critically assess the content they encounter.

Complaint Procedures and Transparency: 
Legislators could encourage platforms that host user-
generated content to establish a formal procedure for 
receiving and addressing complaints about deepfake 
content. This procedure could also be accompanied 
by a clear and concise overview of the principles 
and standards behind the platform’s policies on 
deepfakes. 

Content Labeling: Legislators could encourage 
platforms to label content that is known or suspected 
to be machine generated. This labeling will help users 
identify potential deepfake content and make informed 
decisions about the veracity of the information they 
consume.

Legal Penalties for Deepfake Use in Elections: 
Legislators could establish stringent penalties for the 
creation and dissemination of deepfakes intended 
to influence election outcomes. For instance, Texas 
passed a law in 2019 making it illegal to “create 
a deepfake video and publish it within 30 days of 
an election with the intent to injure a candidate or 
influence the result of an election,”19 punishable by up 
to a year in jail and a $4,000 fine.20
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